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Abstract. This paper deals with the narrow escape problem when there are two gates which
open alternatively and in a random way. We set up the problem and perform a rigorous asymptotic
analysis to derive the mean escape time (MET) for a Brownian particle inside a domain to exit
the domain through the switching gates. We show that the leading order term of the asymptotic
expansion of the MET is twice the leading order term of the MET when the two gates are open all
the time. We also show that the MET decreases as the switching rate between two gates increases.
We then consider the case when there are multiple switching gates and derive the leading order term
of the asymptotic expansion of the MET.
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1. Introduction. Recently the narrow escape problem has attracted a lot of at-
tention in connection with cellular and molecular biology. The narrow escape problem
is the problem of computing the mean escape time (MET), or the mean first passage
time (MFPT) for a Brownian particle that moves in a microdomain before it exits
the domain through a narrow gate on the boundary of the domain. The gate is an
absorbing spot on otherwise reflecting boundary. A main concern for this problem
is to drive an asymptotic expansion of the MET when the size of the gate tends to
0. We refer readers to a review paper of Holcman [7] for an overview of the narrow
escape problem.

There have been several significant works deriving the leading order and higher
order terms of the asymptotic expansions of MET in two and three dimensions [3, 5,
8, 9, 10, 12, 14, 15, 16, 17, 18, 19]. These work deal with the narrow escape problem
when there are one or several gates and these gates are not fluctuating in time, in
other words, the gates are open all the time. However there are some cases when the
reactivities of the gates fluctuate in time (see [13] and references therein). In fact, [13]
deals with the gated narrow escape problem when the diffusing particle stochastically
switches between two states and can exit in only one state. It amounts to a single
gate switching randomly between the open and closed states.

In this paper we study the narrow escape problem when there are several switching
gates. As the first attempt toward this problem, we deal with the case when there are
two gates which open alternatively according to a telegraph process. We formulate the
problem and rigorously derive an asymptotic expansion for the MET in this case. The
asymptotic expansion is expressed in terms of the sizes of the gates. It also depends
on the switching rate between the two gates. One of the major interests of this paper
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is to investigate how the MET depends on the switching rate. We then consider
the problem when there are more than two gates which open alternatively according
to a Markovian dynamics. We formulate the problem in this case and derive the
leading order term of the MET. In our case the switching corresponds to a switching
of boundary conditions while in [4] for instance the Markov switching corresponds to
a switching of the dynamics itself, which for instance has applications in econometric
and financial modeling.

The main findings of this paper are twofold. We show that the leading order term
of the asymptotic expansion of the MET is twice that of the MET when there two
small gates which are open all the time. It means in particular that the switching
rate does not affect the leading order MET (this is the case even if there are multiple
switching gates). On the other hand, we show that the next term in the asymptotic
expansion of the MET decreases as the switching rate increases. In other words, the
more rapid the two gates switches, the faster the particle exits the domain.

This paper is organized as follows. In the next section we formulate the escape
problem when there are two switching gates. In section 3, we derive the relevant
integral equations using the Neumann function. In section 4, we derive the leading
order term and the first order correction of the asymptotic expansion of the MET
when there are two switching gates. Section 5 deals with the case when there are
more than two switching gates. This paper ends with a brief conclusion.

2. Formulation of the problem. Let Ω be a smooth, bounded and simply
connected domain in R2. We consider the reflected Brownian particle (Xt)t≥0 confined
to Ω (in fact, it is not the standard Brownian motion, but the one with the generator
∆ instead of (1/2)∆). The reflected process (Xt)t≥0 can be rigorously defined as the
unique solution to the following equation [11]:

Xt = X0 +
√

2Bt −
∫ t

0

n(Xs)dLs, (2.1)

where (Bt)t≥0 is a standard two-dimensional Brownian motion, n is the outward
normal vector on the boundary ∂Ω, and (Lt)t≥0 is a continuous nondecreasing process
with L0 = 0 which increases only when Xt is on the boundary ∂Ω:

Lt =
∫ t

0

1Xs∈∂ΩdLs.

Here we consider the situation that the boundary ∂Ω is partitioned into three
parts, ∂Ω1, ∂Ω2, and the complementary ∂Ωc. We model an escape problem in which
there are two gates at the arcs ∂Ω1 and ∂Ω2 that open alternatively according to a
telegraph process (Nt)t≥0 with parameter a (a is the rate of switching between the
gates). When the particle hits the open gate it escapes rather than being reflected.
The telegraph process (Nt)t≥0 with parameter a > 0 is a memoryless continuous-
time stochastic process that takes on two distinct values, say 1 and 2 [6]. Given that
N0 = 1, its random dynamics can be described by

Nt =
{

1 if T2j ≤ t < T2j+1 for some j,
2 if T2j+1 ≤ t < T2j+2 for some j,

where T0 = 0, Tj =
∑j
l=1 τl, and (τl)l≥1 is a sequence of independent and identically

distributed exponential random variables with parameter a > 0 (E[τl] = a−1). The
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dynamics is Markovian and the transition probabilities p(t, j|s, k) = P(Nt = j|Ns = k)
satisfy the master equations:

∂p(t, 1|s, k)
∂t

= −ap(t, 1|s, k) + ap(t, 2|s, k), t ≥ s, p(s, 1|s, k) = δ1k,

∂p(t, 2|s, k)
∂t

= ap(t, 1|s, k)− ap(t, 2|s, k), t ≥ s, p(s, 2|s, k) = δ2k.

Note that (Nt)t≥0 is reversible and that its stationary distribution is the uniform
distribution over {1, 2}.

The goal is to compute the expectation of the hitting time for the process (Xt)t≥0

to the time-dependent boundary segment ∂ΩNt
(i.e., ∂Ω1 when Nt = 1 and ∂Ω2 when

Nt = 2). We denote by T the stopping time which corresponds to the “escape” of the
particle:

T = T1 ∧ T2, Tj = inf
{
t ≥ 0, Nt = j and Xt ∈ ∂Ωj

}
, j = 1, 2.

The MET is the expectation Ek,x[T ] of the stopping time when the initial states
are N0 = k and X0 = x, with k ∈ {1, 2} and x ∈ Ω. If N0 follows the uniform
distribution over {1, 2}, then the MET is given by Eu,x[T ] where

Eu,x[T ] =
1
2

(E1,x[T ] + E2,x[T ]). (2.2)

If the initial location is not specified, the quantity (1/|Ω|)
∫

Ω
Ek,x[T ]dx is regarded as

the MET.
Let us introduce the pair of functions (u1(x), u2(x)) which is the solution of the

coupled system

−
(

1
1

)
= a

(
−1 1
1 −1

)(
u1(x)
u2(x)

)
+ ∆

(
u1(x)
u2(x)

)
, (2.3)

with the boundary conditions

∂νuj |∂Ωc
= 0, j = 1, 2, (2.4)

u1 |∂Ω1= 0, u2 |∂Ω2= 0, (2.5)
∂νu1 |∂Ω2= 0, ∂νu2 |∂Ω1= 0. (2.6)

Here and throughout this paper ∂ν stands for the normal derivative.
We have the following proposition for the MET:
Proposition 2.1. For x ∈ Ω and k = 1, 2,

Ek,x[T ] = uk(x). (2.7)

Proof. Note that the right-hand side of the system (2.3) is the infinitesimal
generator A of the process (

√
2Bt, Nt)t≥0. Denoting u(x, j) = uj(x), we can check

that, for any s < t:

E
[
u(Xt∧T , Nt∧T )− u(Xs∧T , Ns∧T )−

∫ t∧T

s∧T
Au(Xr, Nr)dr

∣∣∣Fs∧T ]
= −E

[ ∫ t∧T

s∧T
∂νu(Xr, Nr)dLr

∣∣Fs∧T ],
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where (Ft)t≥0 is the natural filtration of (
√

2Bt, Nt)t≥0 and Lt is defined as above.
The Neumann boundary conditions (2.4) and (2.6) imposed on u show that when the
particle reaches the boundary ∂νu(Xr, Nr) = 0 if r < T . We also have Au(Xr, Nr) =
−1 by the partial differential equation satisfied by u. This shows that

E
[
u(Xt∧T , Nt∧T )− u(Xs∧T , Ns∧T ) + (t ∧ T − s ∧ T )

∣∣∣Fs∧T ] = 0,

i.e., the process (u(Xt∧T , Nt∧T ) + t ∧ T )t≥0 is a martingale. Applying this equality
with s = 0 and letting t→∞, we obtain

E
[
u(XT , NT )− u(X0, N0) + T

∣∣∣F0

]
= 0.

The Dirichlet boundary conditions (2.5) imposed on u show that u(XT , NT ) = 0.
Therefore, we have

E[T |F0] = E[u(X0, N0)|F0].

This gives the desired result when the initial distribution is such that N0 = k and
X0 = x.

3. The Neumann functions and integral equations. Let N(x, z) be the
Neumann function for −∆ in Ω with a Dirac mass at z ∈ Ω: ∆xN = −δz, x ∈ Ω,

∂νN |∂Ω= − 1
|∂Ω|

,

∫
∂Ω

N(x, z)dσ(x) = 0. (3.1)

If z ∈ ∂Ω, then the Neumann function, which we denote by N∂Ω(x, z), can be ex-
panded as

N∂Ω(x, z) = − 1
π

ln |x− z|+R(x, z), (3.2)

where R(·, z) belongs to H3/2(Ω), the standard Sobolev space of order 3/2, uniformly
in z ∈ ∂Ω, see [1].

For a positive constant a, let Ma(x, z) be the Neumann function for −∆ + 2a in
Ω with a Dirac mass at z ∈ Ω:{

∆xM
a − 2aMa = −δz, x ∈ Ω,

∂νM
a |∂Ω= 0. (3.3)

Note that we can write Ma(x, z) as

Ma(x, z) =
∞∑
j=0

φj(x)φj(z)
λj + 2a

,

where (λj , φj)j≥0 are pairs of eigenvalues and corresponding (normalized) eigenvectors
of −∆ over Ω with Neumann boundary conditions on ∂Ω. In particular, λ0 = 0 and
φ0 = 1/

√
|Ω|. It then follows that [2]∫

Ω

Ma(x, z)dx =
1
2a
. (3.4)
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If z ∈ ∂Ω, then Ma
∂Ω(x, z) can be expanded as

Ma
∂Ω(x, z) = − 1

π
ln |x− z|+Ra(x, z), (3.5)

where Ra(·, z) also belongs to H3/2(Ω) uniformly in z ∈ ∂Ω. We emphasize that R
and Ra are symmetric in their arguments.

Let us introduce

g(z) =
∫

Ω

N(x, z)dx, z ∈ Ω. (3.6)

Let (u1(x), u2(x)) be the solution to (2.3). One can use Green’s formula, (2.4), and
(2.6) to show that the following representations hold for all z ∈ Ω:

u1(z) = g(z) +
C

2
+
∫
∂Ω1

∂νu1(x)
N∂Ω +M∂Ω

2
(z,x)dσ(x)

+
∫
∂Ω2

∂νu2(x)
N∂Ω −M∂Ω

2
(z,x)dσ(x),

(3.7)

and

u2(z) = g(z) +
C

2
+
∫
∂Ω2

∂νu2(x)
N∂Ω +M∂Ω

2
(z,x)dσ(x)

+
∫
∂Ω1

∂νu1(x)
N∂Ω −M∂Ω

2
(z,x)dσ(x),

(3.8)

where C is the constant defined by

C =
1
|∂Ω|

∫
∂Ω

(u1(x) + u2(x))dσ(x). (3.9)

In view of (2.5), we have for all z ∈ ∂Ω1

g(z) +
C

2
− 1
π

∫
∂Ω1

∂νu1(x) ln |x− z|dσ(x)

+
∫
∂Ω1

∂νu1(x)
R+Ra

2
(z,x)dσ(x) +

∫
∂Ω2

∂νu2(x)
R−Ra

2
(z,x)dσ(x) = 0,

(3.10)
and for all z ∈ ∂Ω2

g(z) +
C

2
− 1
π

∫
∂Ω2

∂νu2(x) ln |x− z|dσ(x)

+
∫
∂Ω2

∂νu2(x)
R+Ra

2
(z,x)dσ(x) +

∫
∂Ω1

∂νu1(x)
R−Ra

2
(z,x)dσ(x) = 0.

(3.11)
We solve the integral equations (3.10) and (3.11) asymptotically for ∂νu1 and

∂νu1 in the next section.

4. Asymptotic expansions. We parameterize ∂Ωj by arclength:

∂Ωj = {xj(t), t ∈ [−εj , εj ]}, (4.1)

with εj � 1, j = 1, 2. Let x∗j = xj(0) be the centers of the arcs.
5



Define for j = 1, 2

φj(t) = εj∂νuj(xj(εjt)), t ∈ [−1, 1].

We then define the operator L from X = {φ,
∫ 1

−1

√
1− s2φ(s)2ds <∞} to Y = {φ ∈

C(−1, 1), φ′ ∈ X} by

L[φ](t) =
∫ 1

−1

ln |t− s|φ(s)ds. (4.2)

It can be shown, see for instance [2], that L : X→ Y is invertible and

L−1[1](t) = − 1
π ln 2

1√
1− t2

. (4.3)

After scaling, (3.10) and (3.11) take the forms

1
π
L[φ1](t) + εK11[φ1](t) + εK12[φ2](t) =

(
− ln ε1

π
+
R+Ra

2
(x∗1,x

∗
1)
)∫ 1

−1

φ1(s)ds

+
R−Ra

2
(x∗2,x

∗
1)
∫ 1

−1

φ2(s)ds+ g(x1(εt)) +
C

2
,

1
π
L[φ2](t) + εK21[φ1](t) + εK22[φ2](t) =

(
− ln ε2

π
+
R+Ra

2
(x∗2,x

∗
2)
)∫ 1

−1

φ2(s)ds

+
R−Ra

2
(x∗1,x

∗
2)
∫ 1

−1

φ1(s)ds+ g(x2(εt)) +
C

2
,

where the operators Kjk are defined by

Kjj [φ](t) =
1
πε

∫ 1

−1

ln
( |xj(εt)− xj(εs)|

ε|t− s|

)
φ(s)ds

−1
ε

∫ 1

−1

(R+Ra
2

(xj(εt),xj(εs))−
R+Ra

2
(x∗j ,x

∗
j )
)
φ(s)ds,

K12[φ](t) = −1
ε

∫ 1

−1

(R−Ra
2

(x1(εt),x2(εs))− R−Ra
2

(x∗1,x
∗
2)
)
φ(s)ds,

K21[φ](t) = −1
ε

∫ 1

−1

(R−Ra
2

(x2(εt),x1(εs))− R−Ra
2

(x∗2,x
∗
1)
)
φ(s)ds.

We emphasize that Kjk is a bounded operator from X into Y independently of ε since
xj is C2 and R,Ra are in H3/2. Denoting

Aj =
∫ 1

−1

φj(s)ds =
∫
∂Ωj

∂νuj(x)dσ(x), j = 1, 2,

we can rewrite the equations in the form

1
π

(
L 0
0 L

)(
φ1

φ2

)
(t) + ε

(
K11 K12

K21 K22

)(
φ1

φ2

)
(t) =

(
q1

q2

)
+O(ε), t ∈ [−1, 1],

where

q1 = g(x∗1) +
C

2
+
(
− ln ε1

π
+
R+Ra

2
(x∗1,x

∗
1)
)
A1 +

R−Ra
2

(x∗2,x
∗
1)A2,

q2 = g(x∗2) +
C

2
+
(
− ln ε2

π
+
R+Ra

2
(x∗2,x

∗
2)
)
A2 +

R−Ra
2

(x∗1,x
∗
2)A1.
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It then follows from (4.3) that, for t ∈ [−1, 1],

φj(t) = πqjL−1[1](t) = − qj
ln 2

1√
1− t2

+O(ε), j = 1, 2.

Integrating this identity in t we find

g(x∗1) +
C

2
+
(
− ln ε1/2

π
+
R+Ra

2
(x∗1,x

∗
1)
)
A1 +

R−Ra
2

(x∗2,x
∗
1)A2 = O(ε), (4.4)

g(x∗2) +
C

2
+
(
− ln ε2/2

π
+
R+Ra

2
(x∗2,x

∗
2)
)
A2 +

R−Ra
2

(x∗1,x
∗
2)A1 = O(ε). (4.5)

Moreover, we have the compatibility condition

A1 +A2 = −2|Ω|. (4.6)

which can be obtained by integrating ∆(u1 + u2) over Ω.
The equations (4.4-4.6) determine the value of C up to terms of order ε:

C =
Cn
Cd

(4.7)

where

Cn =
2|Ω|
π2

ln
2
ε1

ln
2
ε2

+
1
π

ln
2
ε1

(
|Ω|(R+Ra)(x∗2,x

∗
2)− g(x∗2)

)
+

1
π

ln
2
ε2

(
|Ω|(R+Ra)(x∗1,x

∗
1)− g(x∗1)

)
−g(x∗1)

(R+Ra
2

(x∗2,x
∗
2)− R−Ra

2
(x∗1,x

∗
2)
)

−g(x∗2)
(R+Ra

2
(x∗1,x

∗
1)− R−Ra

2
(x∗1,x

∗
2)
)

+
R+Ra

2
(x∗2,x

∗
2)
R+Ra

2
(x∗1,x

∗
1)− R−Ra

2
(x∗1,x

∗
2)2, (4.8)

Cd =
1

2π

(
ln

2
ε1

+ ln
2
ε2

)
+
R+Ra

4
(x∗1,x

∗
1) +

R+Ra
4

(x∗2,x
∗
2)− R−Ra

2
(x∗1,x

∗
2). (4.9)

They also determine the value of Aj up to terms of order ε:

Aj = −
g(x∗j ) + C

2 − |Ω|(R−Ra)(x∗1,x
∗
2)

1
π ln 2

εj
+ R+Ra

2 (x∗j ,x
∗
j )−

R−Ra

2 (x∗1,x
∗
2)
, j = 1, 2. (4.10)

In view of (3.7) and (3.8), we have

E1,x[T ] = g(x) +
C

2
+
A1

2
(N∂Ω +M∂Ω)(x,x∗1) +

A2

2
(N∂Ω −M∂Ω)(x,x∗2), (4.11)

E2,x[T ] = g(x) +
C

2
+
A2

2
(N∂Ω +M∂Ω)(x,x∗2) +

A1

2
(N∂Ω −M∂Ω)(x,x∗1), (4.12)
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up to terms of order ε as long as x is away from ∂Ω1 and ∂Ω2. If the initial distribution
of N0 is uniform over {1, 2}, then we have

Eu,x[T ] = g(x) +
C

2
+
A1

2
N∂Ω(x,x∗1) +

A2

2
N∂Ω(x,x∗2). (4.13)

Asymptotic expansions of the MET can be derived using (4.7-4.10), which we do
in the next section.

5. Role of the switching rate. In this section we study the expressions (4.11-
4.13) and we show that the leading order term (of order ln(2/εj)) of the MET is
independent of the switching rate a, while the first-order correction term (of order
one) depends on a and is a decaying function of a.

5.1. Leading-order term. We find from (4.7-4.9) that the leading-order term
of C is independent of a and x:

C =
4|Ω|
π

ln 2
ε1

ln 2
ε2

ln 2
ε1

+ ln 2
ε2

+O(1). (5.1)

Since

Aj = − πC

2 ln 2
εj

+O(1)

which can be seen from (4.10), one can see that the leading-order term of the MET
is also independent of a:

Ek,x[T ] =
2|Ω|
π

ln 2
ε1

ln 2
ε2

ln 2
ε1

+ ln 2
ε2

+O(1). (5.2)

It is worth emphasizing that it is also independent of the initial state N0 and position
x.

It is quite interesting to notice that the number

|Ω|
π

ln 2
ε1

ln 2
ε2

ln 2
ε1

+ ln 2
ε2

is the leading order term of the MET when there are two (well separated) gates of
length ε1 and ε2 which opens all time (see [3, Theorem 3.3] for a proof when the
domain is a circle). Therefore (5.2) shows that the leading order term in the MET
with two switching gates is exactly twice the one with two time-independent gates. In
this scaling regime with small gates and when the gates are open only half the time,
the time to find a gate doubles to leading order.

5.2. First-order correction. We can expand the expressions for C, A1, and
A2 in powers of ln(2/εj) and taking into account the terms of order ln(2/εj) and of
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order one. We find that

C =
4|Ω|
π

ln 2
ε1

ln 2
ε2

ln 2
ε1

+ ln 2
ε2

+2|Ω|
(

ln 2
ε2

)2(
ln 2

ε1
+ ln 2

ε2

)2 (R+Ra)(x∗1,x
∗
1) + 2|Ω|

(
ln 2

ε1

)2(
ln 2

ε1
+ ln 2

ε2

)2 (R+Ra)(x∗2,x
∗
2)

+4|Ω|
(

ln 2
ε1

)(
ln 2

ε2

)(
ln 2

ε1
+ ln 2

ε2

)2 (R−Ra)(x∗1,x
∗
2)

+2
ln 2

ε2

ln 2
ε1

+ ln 2
ε2

g(x∗1) + 2
ln 2

ε1

ln 2
ε1

+ ln 2
ε2

g(x∗2) +O
( 1

ln 2
ε1

+ ln 2
ε2

)
and

A1 = −2|Ω|
ln 2

ε2

ln 2
ε1

+ ln 2
ε2

+O
( 1

ln 2
ε1

)
, A2 = −2|Ω|

ln 2
ε1

ln 2
ε1

+ ln 2
ε2

+O
( 1

ln 2
ε2

)
.

This gives for the MET

E1,x[T ] = g(x) +
C

2
− |Ω|

ln 2
ε2

ln 2
ε1

+ ln 2
ε2

(N∂Ω +M∂Ω)(x,x∗1)

−|Ω|
ln 2

ε1

ln 2
ε1

+ ln 2
ε2

(N∂Ω −M∂Ω)(x,x∗2) +O
( 1

ln 2
ε1

+ ln 2
ε2

)
, (5.3)

E2,x[T ] = g(x) +
C

2
− |Ω|

ln 2
ε1

ln 2
ε1

+ ln 2
ε2

(N∂Ω +M∂Ω)(x,x∗2)

−|Ω|
ln 2

ε2

ln 2
ε1

+ ln 2
ε2

(N∂Ω −M∂Ω)(x,x∗1) +O
( 1

ln 2
ε1

+ ln 2
ε2

)
, (5.4)

and finally

Eu,x[T ] = g(x) +
C

2
− |Ω|

ln 2
ε1

ln 2
ε1

+ ln 2
ε2

N∂Ω(x,x∗2)

−|Ω|
ln 2

ε2

ln 2
ε1

+ ln 2
ε2

N∂Ω(x,x∗1) +O
( 1

ln 2
ε1

+ ln 2
ε2

)
. (5.5)

The terms of order one depend on a through the terms C and M∂Ω. We have, up
to terms of order O

(
(ln 2

ε1
+ ln 2

ε2
)−1
)
:

∂C

∂a
= 2|Ω|

(
ln 2

ε2

)2(
ln 2

ε1
+ ln 2

ε2

)2 ∂Ra(x∗1,x
∗
1)

∂a
+ 2|Ω|

(
ln 2

ε1

)2(
ln 2

ε1
+ ln 2

ε2

)2 ∂Ra(x∗2,x
∗
2)

∂a

−4|Ω|
(

ln 2
ε1

)(
ln 2

ε2

)(
ln 2

ε1
+ ln 2

ε2

)2 ∂Ra(x∗1,x
∗
2)

∂a
.

The following lemma applied with p = ln(2/ε2)/[ln(2/ε2) + ln(2/ε1)] shows that

∂C

∂a
< 0. (5.6)
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provided that εj is small enough.
Lemma 5.1. We have the equality

∂Ra(x∗j ,x
∗
k)

∂a
= −2

∫
Ω

M∂Ω(x∗j ,x)M∂Ω(x∗k,x)dx, j, k = 1, 2. (5.7)

Moreover, for any p ∈ (0, 1) we have the inequality

p2

2
∂Ra(x∗1,x

∗
1)

∂a
+

(1− p)2

2
∂Ra(x∗2,x

∗
2)

∂a
− p(1− p)∂Ra(x∗1,x

∗
2)

∂a
< 0. (5.8)

Proof. We denote M ′(x, z) := ∂aM(x, z) for z ∈ Ω. It is the solution to the
problem

∆xM
′(x, z)− 2aM ′(x, z) = 2M(x, z), ∂νM

′(·, z)|∂Ω = 0.

Thus we obtain by Green’s formula

M ′(x, z) = −2
∫

Ω

M(x,y)M(y, z)dy.

Since ∂aRa(x,x∗j ) = ∂aM∂Ω(x,x∗j ), we obtain (5.7).
From Cauchy-Schwarz inequality, we have∣∣∣p(1− p)∂Ra(x∗1,x

∗
2)

∂a

∣∣∣ =
∣∣∣2 ∫

Ω

pM∂Ω(x∗1,x)(1− p)M∂Ω(x∗2,x)dx
∣∣∣

<
[
2p2

∫
Ω

M∂Ω(x∗1,x)2dx
]1/2[

2(1− p)2

∫
Ω

M∂Ω(x∗2,x)2dx
]1/2

.

The inequality is strict since x∗1 6= x∗2 and therefore we cannot have M∂Ω(x∗2,x) =
M∂Ω(x∗1,x) for almost every x ∈ Ω. Using the inequality αβ ≤ (1/2)α2 + (1/2)β2,
we obtain (5.8).

We have, up to terms of order O
(
(ln(2/ε1) + ln(2/ε2))−1

)
∂E1,x[T ]

∂a
=

1
2
∂C

∂a
− |Ω|

ln 2
ε2

ln 2
ε1

+ ln 2
ε2

∂Ra(x,x∗1)
∂a

+ |Ω|
ln 2

ε1

ln 2
ε1

+ ln 2
ε2

∂Ra(x,x∗2)
∂a

,

∂E2,x[T ]
∂a

=
1
2
∂C

∂a
− |Ω|

ln 2
ε1

ln 2
ε1

+ ln 2
ε2

∂Ra(x,x∗2)
∂a

+ |Ω|
ln 2

ε2

ln 2
ε1

+ ln 2
ε2

∂Ra(x,x∗1)
∂a

,

and finally

∂Eu,x[T ]
∂a

=
1
2
∂C

∂a
.

The last result allows us to conclude that the MET decays with the switching
rate whatever the initial starting point x, since we have for εj small enough

∂Eu,x[T ]
∂a

< 0, (5.9)

with the hypothesis that the initial open gate is chosen randomly between the two
possible ones.
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If the first open gate is ∂Ω1 (i.e., if N0 = 1), then the sign of ∂aE1,x[T ] is not
guaranteed by the estimates of this paper for all x ∈ Ω. However, one can show
that the quantity (1/|Ω|)

∫
Ω

E1,x[T ]dx, which may be regarded as the MET, actually
decays in a. In fact, we have from (3.7)

1
|Ω|

∫
Ω

E1,x[T ]dx =
1
|Ω|

∫
Ω

g(x)dx +
C

2
+
A1

2
1
|Ω|

∫
Ω

(N∂Ω +M∂Ω)(x,x∗1)dx

+
A2

2
1
|Ω|

∫
Ω

(N∂Ω −M∂Ω)(x,x∗2)dx,

and hence

∂

∂a

(
1
|Ω|

∫
Ω

E1,x[T ]dx
)

=
1

2|Ω|
∂C

∂a
+
A1

2
∂

∂a

(
1
|Ω|

∫
Ω

Ra(x,x∗1)dx
)

− A2

2
∂

∂a

(
1
|Ω|

∫
Ω

Ra(x,x∗2)dx
)
.

Thanks to (3.4), we have

∂

∂a

∫
Ra(x,x∗j )dx = − 1

2a2
.

Thus we have

∂

∂a

(
1
|Ω|

∫
Ω

E1,x[T ]dx
)

=
1

2|Ω|
∂C

∂a
+

1
2a2

ln 2
ε2
− ln 2

ε1

ln 2
ε1

+ ln 2
ε2

up to the term of order O
(
(ln 2

ε1
+ ln 2

ε2
)−1
)
, and therefore, if ε1 = ε2, then the

quantity (1/|Ω|)
∫

Ω
E1,x[T ]dx is decreasing in a. A similar reasoning shows the same

for (1/|Ω|)
∫

Ω
E2,x[T ]dx.

6. Generalization to an arbitrary number of gates.

6.1. The Markovian dynamics of the gates. Suppose that the boundary ∂Ω
is partitioned into n+ 1 parts, ∂Ω1, . . . , ∂Ωn, and the complementary ∂Ωc. We model
an escape problem in which there are n gates at the arcs ∂Ωj , j = 1, . . . , n, that open
alternatively: at time t the open gate has index Nt and (Nt)t≥0 is a jump Markov
process that is stepwise constant and takes values in {1, . . . , n}. The Markovian
dynamics can be described as follows: if at time t the process is in state k ∈ {1, . . . , n},
then during the small time interval [t, t + h] the process can either jump to a new
state or stay in k. The probability that it jumps to state j ∈ {1, . . . , n}\{k} is:

P(Nt+h = j|Nt = k) = Qjkh+ o(h),

and the probability that it stays in k is

P(Nt+h = k|Nt = k) = 1 +Qkkh+ o(h).

We have Qjk ≥ 0 for j 6= k, Qkk ≤ 0, and
∑n
j=1Qjk = 0. The n × n matrix

Q = (Qjk)nj,k=1 characterizes the distribution of the Markov process (Nt)t≥0 and it is
called the infinitesimal generator. The transition probabilities P (t, j|s, k) = P(Nt =
j|Ns = k) satisfy the master equations:

∂P (t, j|s, k)
∂t

=
n∑
l=1

QjlP (t, l|s, k), t ≥ s, P (s, j|s, k) = δjk, j, k = 1, . . . , n.
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Example 1. The telegraph process addressed in section 2 is a particular example
with n = 2 and

Q = a

(
−1 1
1 −1

)
.

Example 2. Here n ≥ 2. Assume that the Markov process is stepwise constant
during time intervals whose durations follow independent and identically distributed
exponential random variables with mean 1/a and that the Markov process chooses
another gate with equiprobability amongst the n − 1 available gates when it jumps.
Then

Q =
a

n− 1


1− n 1 . . . . . . 1

1 1− n 1 . . . 1
...

. . .
...

1 . . . 1− n 1
1 . . . 1 1− n

 .

Example 3. Here n ≥ 3. Assume that the Markov process is stepwise constant
during time intervals whose durations follow independent and identically distributed
exponential random variables with mean 1/a and that the Markov process chooses
either the right or the left gate with equiprobability when it jumps. Then

Q =
a

2



−2 1 0 . . . . . . 0 1
1 −2 1 0 . . . . . . 0
0 1 −2 1 0 . . . 0
...

. . . . . . . . .
...

0 . . . 0 1 −2 1 0
0 . . . . . . 0 1 −2 1
1 0 . . . . . . 0 1 −2


.

We assume that the Markov process is irreducible, i.e., there is a non-zero prob-
ability of transitioning (even if in more than one step) from any state to any other
state. It means that for any j 6= k, Qjk > 0 or there exists j1, . . . , jp such that
Qjj1Qj1j2 · · ·Qjpk > 0.

We also assume that the process is reversible, i.e., the matrix Q is symmetric.
Note that the process is irreducible and reversible in the three examples listed above.

The matrix Q is therefore diagonalizable:

Q = PDPT (6.1)

and, by Perron-Frobenius theorem, the matrix Q has one zero eigenvalue and the
other eigenvalues are negative and denoted by

(D11, . . . , Dnn) = (−a1,−a2, . . . ,−an), (6.2)

with a1 = 0 and aj > 0, j ≥ 2. The eigenvector associated with the zero eigenvalue
is the normalized uniform vector:

Pj1 =
1√
n
, j = 1, . . . , n. (6.3)
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The process (Nt)t≥0 is therefore ergodic and the transition probabilities p(t, j|s, k)
converge as t → ∞ to the unique stationary distribution of the process which is the
uniform distribution over {1, . . . , n}.

The goal is to compute the expectation of the hitting time by the process (Xt)t≥0

of the time-dependent domain ∂ΩNt . We denote by T the stopping time which cor-
responds to the “escape” of the particle:

T = ∧nj=1Tj , Tj = inf
{
t ≥ 0, Nt = j and Xt ∈ ∂Ωj

}
, j = 1, . . . , n.

The MET is the expectation Ek,x[T ] of the stopping time when the initial states
are N0 = k and X0 = x.

Let us introduce the vector of functions u(x) = (uj(x))Tj=1,...,n which is the
solution of the coupled linear system

−j = Qu(x) + ∆u(x), (6.4)

where j = (1, . . . , 1)T and with the boundary conditions

∂νuj |∂Ωc
= 0, j = 1, . . . , n, (6.5)

uj |∂Ωj
= 0, j = 1, . . . , n, (6.6)

∂νuj |∂Ωk
= 0, j 6= k. (6.7)

Proceeding as in Section 2, we have the following proposition for the MET:
Proposition 6.1. For x ∈ Ω and k = 1, . . . , n,

Ek,x[T ] = uk(x). (6.8)

6.2. Integral equations. We introduce v = PTu. For k = 1, . . . , n the function
vk =

∑n
j=1 Pjkuj , k = 1, . . . , n, satisfies

4vk − akvk = −
n∑
j=1

Pjk.

Using (6.3) and the orthogonality of the eigenvectors of Q we have
n∑
j=1

Pjk =
{ √

n if k = 1,
0 if k ≥ 2.

Therefore the Green’s formula gives us

vk(z) =
√
nδk1g(z) + δk1

1
|∂Ω|

∫
∂Ω

v1(x)dσ(x) +
∫
∂Ω

Mak/2(x, z)∂νvk(x)dσ(x),

for z ∈ Ω. Here we have set M0 = N , the Neumann function. Since u = Pv, we can
show that the following representation hold for all l = 1, . . . , n and for all z ∈ Ω:

ul(z) = g(z) +
C

n
+

n∑
j=1

∫
∂Ωj

∂νuj(x)
n∑
k=1

PlkPjkM
ak/2(x, z)dσ(x)

= g(z) +
C

n
− 1
π

∫
∂Ωl

ln |x− z|∂νul(x)dσ(x)

+
n∑
j=1

∫
∂Ωj

∂νuj(x)
n∑
k=1

PlkPjkSk(x, z)dσ(x), (6.9)
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where C is the constant defined by

C =
1
|∂Ω|

n∑
j=1

∫
∂Ω

uj(x)dσ(x) (6.10)

and

S1(x, z) = R(x, z), Sk(x, z) = Rak/2(x, z), k = 2, . . . , n. (6.11)

Here R and Ra are functions defined by (3.2) and (3.5), respectively. We then find
that for all l = 1, . . . , n and for all z ∈ ∂Ωl:

g(z) +
C

n
− 1
π

∫
∂Ωl

ln |x− z|∂νul(x)dσ(x)

+
n∑
j=1

∫
∂Ωj

∂νuj(x)
n∑
k=1

PlkPjkSk(x, z)dσ(x) = 0.
(6.12)

6.3. Asymptotic expansions. Denoting by x∗j the centers of the arc ∂Ωj and
by εj � 1 its half-length, we find that the numbers Aj defined by

Aj =
∫
∂Ωj

∂νuj(x)dσ(x), j = 1, . . . , n, (6.13)

satisfy the n equations

g(x∗l )+
C

n
− ln εl/2

π
Al+

n∑
j=1

( n∑
k=1

PlkPjkSk(x∗j ,x
∗
l )
)
Aj = O(ε), l = 1, . . . , n, (6.14)

together with the compatibility condition

n∑
j=1

Aj = −n|Ω|. (6.15)

Therefore, the n+ 1 linear equations (6.14) and (6.15) determine the constant C and
Aj , j = 1, . . . , n (up to terms of order ε) and it can then be substituted in (6.9) to
get the expansion of the MET:

ul(z) = g(z) +
C

n
+

n∑
j=1

n∑
k=1

AjPlkPjkM
ak/2(x∗j , z) +O(ε), (6.16)

for l = 1, . . . , n and z ∈ Ω away from x∗j , j = 1, . . . , n.
To leading order in ε we find that

C

n
' |Ω|

π

( 1
n

n∑
l=1

1
ln 2

εl

)−1

+O(1), (6.17)

and one can see that the leading-order term of the MET is independent of the initial
state N0 and of the detailed dynamics of the Markov process:

Ek,x[T ] =
|Ω|
π

( 1
n

n∑
l=1

1
ln 2

εl

)−1

+O(1). (6.18)
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7. Conclusion. In this paper we have considered the narrow escape problem and
derived the asymptotic expansion of the mean escape time when there are multiple
gates which open alternatively according to Markovian dynamics. The major findings
of this paper are (i) The leading order term of the asymptotic of the MET does not
depend on the initial state or the particular dynamics of the Markov process; it only
depends of the number of gates and their sizes, (ii) when there are two switching gates,
the leading order term of the MET is twice that when there are two gates which open
all the time, (iii) the higher the switching rate is, the shorter is the MET in its first
order correction. We finally remark that it would be interesting to extend the result
of this paper to three dimensions.
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