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Abstract. Numerous models of industrial processes such as diffusion in glassy
polymers or solidification phenomena, lead to general one-phase free boundary
value problems with phase onset. In this paper we develop a framework viable
to prove global existence and stability of planar solutions to one such multi-
dimensional model whose application is in controlled-release pharmaceuticals.
We utilize a boundary integral reformulation to allow for the use of maximal
regularity. To this effect, we view the operators as pseudo-differential and ex-
ploit knowledge of the relevant symbols. Within this framework, we give a local
existence and continuous dependence result necessary to prove planar solutions
are locally exponentially stable with respect to two-dimensional perturbations.

1. Introduction. Over the past several decades, modeling solute diffusion in glassy
polymers has been a topic of interest with direct application to industry. For exam-
ple, in controlled-release pharmaceuticals, it is important to understand how a drug
will diffuse through its storage device, a polymer. Due to the large class of poly-
mers with different properties, no single model for polymer diffusion exists. Rather,
different models are used for groups of polymers sharing the same characteristics.
Certain polymers exhibit a behavior called Case II diffusion; it is defined by the
onset of a sharp discontinuity within the polymer which separates a glassy region
with negligible solute concentration from a swollen rubbery region with high solute
concentration. In addition, Case II diffusion is said to occur when the front ini-
tially travels with near constant speed. Alfrey, Gurnee, and Lloyd were among the
first researchers to consider the mathematical modeling of swelling polymers un-
der diffusion different then the classical

√
t Fickian diffusion (see [2]). Researchers

have proposed several models for Case II diffusion; here we focus on the approach
proposed by Astarita and Sarti in [4]. They captured the features of non-Fickian
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diffusion by incorporating a phenomenological law into a one-dimensional Stefan-
like moving boundary problem for the solute concentration and penetration depth.

In their paper [5], Cohen and Erneux completed and extended the analysis of
Astarita and Sarti by describing the complete history of the penetrant front. They
proved there is a transition from Case II diffusion behavior, where the front moves
proportional to time, to Fickian diffusion, where the front moves proportional to the
square-root of time. Furthermore, their asymptotic analysis of the one-dimensional
model showed the dependence on the various parameters of the problem which
allows them to give optimal strategies in pharmaceutical application.

As we all know, polymers are three-dimensional, so a model in higher dimensions
would be of great benefit. In the case that the polymer is very thin, such as
in pharmaceuticals, a two-dimensional model is of interest. In [6], Guidotti and
Pelesko proposed a two-dimensional generalization of the Astarita-Sarti model and
developed an asymptotic theory. They proved that one-dimensional planar fronts
are asymptotically stable under infinitesimal perturbations, yet transient instability
may be present. In [8], Guidotti extended the model to account for curvature effects
on the speed of the front and concentration of the solute. He proved existence
and uniqueness to the solution of the quasi-stationary approximation to the two-
dimensional model with and without curvature. In [10], Guidotti extended his
previous result by proving well-posedness for the full evolutionary problem.

In light of Guidotti’s results it is natural to ask the question of global existence
of the concentration profile and sharp interface. In the one-dimensional Case II
diffusion model we know solutions persist for all time, and we take advantage of
this fact in the two-dimensional model given by Guidotti in [6] by making the
following observation. When the two-dimensional model is given constant boundary
datum, the model reduces to the one-dimensional one, and hence the system has
a global solution. The planar or flat solutions become the basis of our analysis.
We consider the effect two-dimensional perturbations have on flat solutions. In an
appropriate setting where the principle of linearized stability holds, we seek to prove
flat solutions are asymptotically stable.

In order to apply the principle of linearized stability we must reformulate the
model to consider only the dynamics of the model on the free boundary. There are
two reasons for this: first, the governing equation for the free boundary is coupled
to the concentration profile; second, a boundary condition prevents stability on the
whole domain. To obtain an equivalent system for the boundary effects, we employ a
boundary integral formulation. The approach has several advantages for performing
nonlinear analysis: first, essentially we make the problem one-dimensional. Second,
we can write the concentration on the free-boundary as an operator depending
solely on the free-boundary. Most importantly, the boundary integral formulation
allows us to view the problem as a dynamical system where we can exploit maximal
regularity to obtain local and global existence results for the free-boundary. The key
element of many theorems from analytic semigroup theory using maximal regularity
arguments is given by the properties of the generator. To analyze the behavior of
the generator we view the boundary integral formulation through the lens of pseudo-
differential operators. In this setting we can explicitly compute the resolvent and
spectrum of the generator and use existence theorems.

All of the analysis in this paper is motivated by developing a framework viable
for proving asymptotic stability of planar solutions. In the process of development,
we prove local existence and continuous dependence of a class of solutions different
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than that proved in [8]. Furthermore, we need the local existence result as stated
in this paper to continue on to prove the existence of global solutions to the multi-
dimensional Case II diffusion model. We organize the paper as follows: in Section
2 we formulate the two-dimensional model and briefly discuss the planar or flat
solutions. In Section 3 we derive a system to capture the boundary behavior of
the Case II diffusion model. In Section 4 we state the main result of the paper,
Theorem 4.1. Sections 5-6 are devoted to proving Theorem 4.1. In these sections,
we perform an in-depth analysis of the operators’ symbols in order to show that
the formulation is well-defined and to derive properties used in the existence and
stability theorems as given in [12].

2. Formulation of the 2-D case II diffusion model. We assume that a polymer
half-space is exposed to a reservoir of solute comprised of small molecules capable of
diffusing into the polymer. In the half-space, a sharp interface separates the polymer
in two parts. The first is a swollen rubbery region, Ωt, where we assume the solute
is free to diffuse, and the second is a glassy region with negligible concentration of
solute. We skip the non-dimensionalization process and construction of the quasi-
stationary approximation and refer to [6] and [8]. The quasi-stationary model for
Case II diffusion is given by:

−△u = 0, in Ωt, (1)

γ0u = g > 0, on Γ0 (2)

− ∂νu = ṡ, on Γt (3)

ṡ = (
√

1 + s2
x + δ

sxx

1 + s2
x

)γtu, on Γt (4)

s(0) = 0 on Γ0 (5)

Equation (1) must hold in an unknown, strip-like domain Ωt with fixed boundary
Γ0 = R × {0} and moving boundary

Γt = {
(

x, s(t, x)
)

|x ∈ R}
for positive time. The notation γi represents the restriction operator on Γi for
i = 0, t, and ν is the outward normal vector. We assume that Γt can be parametrized
by an unknown smooth function s. In addition, u denotes the concentration of solute
and δ is a nonnegative parameter. A consequence of (1)-(5) is ṡ(0) = g, and even
though this is not a necessary condition we will at times use it for clarity.

When the boundary datum is flat the system yields a flat-solution pair denoted
by

(

uf (t, y), sf(t)
)

or just (uf , sf ). Here, flat refers to the solution pair being
independent of the spatial x-variable. In this case (1)-(5) reduce to the following

− ∂yyu = 0 (6)

u(0, t) = gf (7)

ṡ = −∂yu(s(t), t) (8)

ṡ = u(s(t), t) (9)

s(0) = 0 (10)

Using the Ansatz that u is linear in y, it is easy to see that

u(y, t) = c1(t)y + gf
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satisfies (6) and (7). Now substituting this representation for u into (8) and using
(9) we see

ṡ(1 + s) = gf

s(0) = 0

Hence we have a solution pair defined as follows

s(t) = −1 +
√

1 + 2gf t =: sf (t)

u(y, t) = (
−gf

√

1 + 2gf t
)y + gf =: uf(y, t)

The pair (uf , sf ) satisfies (1)-(5), and we should point out that with flat boundary
datum we can apply the uniqueness result derived by Guidotti in [8] to justify the
simplification made in (6)-(10).

We should remark that due to condition (2), once we allow x-dependence in the
boundary datum it is impossible for the solution pair of (1)-(5) to converge to the
flat solution pair of (6)-(7). This observation led us to the idea of using a boundary
integral formulation (BIF) to analyze the behavior of solution pair only on Γt. In
this setting, we can investigate stability properties of the solution restricted to Γt.

Let Ω be a domain in R
n. We denote by L2(Ω) the usual Hilbert Space of square-

integrable functions on Ω. Hm(Ω) will denote the class of all functions defined on
Ω whose first m weak derivatives are in L2(Ω), and with norm

‖f‖2
Hm(Ω) :=

∑

0≤|α|≤m

‖Dαf‖2
L2

Let X be a real or complex Banach space with norm ‖ · ‖, and let J ⊂ R be an
interval, and define the functional space B(J ; X) as the collection of all bounded
functions f : J → X . We endow B(J ; X) with the sup norm

‖f‖B(J;X) = sup
t∈J

‖f(t)‖

We also define the space of bounded continuous, m times continuously differentiable
functions as follows

Cb(J ; X) = B(J ; X) ∩ C(J ; X), ‖f‖Cb(J;X) = ‖f‖B(J;X)

Cm
b (J ; X) = {f ∈ Cm(J ; X) : f (k) ∈ Cb(J ; X), k = 0, 1, . . .m}

‖f‖Cm
b

(J;X) =
m

∑

k=0

‖f (k)‖B(J;X)

The main reason for introducing the previous spaces is to define the spaces of Hölder
continuous functions: Cα(J ; X), Ck+α(J ; X) for k ∈ N, α ∈ (0, 1)

Cα(J ; X) = {f ∈ Cb(J ; X); [f ]Cα(J;X) = sup
t,s∈J,s<t

‖f(t) − f(s)‖
(t − s)α

< +∞}

‖f‖Cα(J;X) = ‖f‖B(J;X) + [f ]Cα

Ck+α(J ; X) = {f ∈ Ck
b (J ; X) : f (k) ∈ Cα(J ; X)}

‖f‖Ck+α(J;X) = ‖f‖Ck
b
(J:X) + [f (k)]Cα(J;X)
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3. Boundary integral formulation. Unless stated otherwise we assume period-
icity conditions for the concentration, u, and the sharp interface, s. We introduce
the 1-periodic Green’s function given by Guidotti in [9]

G(x, y) =
1

2π
log |1 + e−4πy − 2 cos(2πx)e−2πy|

corresponding to

−△G = δ(x,y), (x, y) ∈ [0, 1) × [0,∞)

in the derivation of the integral equations. Assume t is fixed nonnegative, u satisfies

−△u = 0 on Ωt

then by Green’s identity we have:

u(z) =

∫

Γ0∪Γt

[

G(z − z̃)
∂u

∂ν
(z̃) − u(z̃)

∂G

∂ν
(z − z̃)

]

dS(z̃), z ∈ Ωt (11)

Using the parameterizations, Γ0 =
{

(x̃, 0)|x̃ ∈ [0, 1]
}

and

Γt =
{

(1 − x̃, s(1 − x̃))|x̃ ∈ [0, 1]
}

combined with independence of direction of arc length line integrals (11) yields

u(x, y) =

∫ 1

0

[

g(x̃)
∂G

∂y

(

x − x̃, y
)

− ∂u

∂y
(x̃, 0)G(x − x̃, y)

]

dx̃

−
∫ 1

0

G
(

x − x̃, y − s(x̃)
)

ṡ(x̃)dx̃ (12)

−
∫ 1

0

u
(

x̃, s(x̃)
)(

−sx̃(x̃), 1
)

· ∇G
(

x − x̃, y − s(x̃)
)

dx̃

An important equality needed for the BIF is

∂G

∂y
(x − x̃, 0+) = δ(x − x̃) − 1

(see [9]). Analyzing (12) when (x, y) = (x, 0) and (x, y) = (x, s(x)) yields the
following BIF to (1)-(5).

Boundary Integral Formulation. Let Ψ(x) = u
(

x, s(x)
)

, and

Φ(x) = −∂u

∂y
(x, 0) − ṡ(x)

then a smooth [0, 1]-periodic solution of (1)-(5) evaluated on Γ0 and Γt satisfies
∫ 1

0

G(· − x̃, 0)Φ(x̃)dx̃ = R1(g, s, ṡ) +

∫ 1

0

(

−sx(x̃), 1
)

· ∇G
(

· − x̃,−s(x̃)
)

Ψ(x̃)dx̃

(13)

Ψ +

∫ 1

0

(

−sx(x̃), 1
)

· ∇G
(

· − x̃, s(·) − s(x̃)
)

Ψ(x̃)dx̃

=

∫ 1

0

G
(

· − x̃, s(·)
)

Φ(x̃)dx̃ + R2(g, s, ṡ) (14)
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ṡ = (
√

1 + s2
x + δ

sxx

1 + s2
x

)Ψ (15)

s(0) = 0 (16)

ṡ(0) = g (17)

where

R1(g, s, ṡ)(x) =

∫ 1

0

[

g(x̃) +

(

G
(

x − x̃,−s(x̃)
)

− G(x − x̃, 0)

)

ṡ(x̃)

]

dx̃

R2(g, s, ṡ)(x) =

∫ 1

0

[

G
(

x − x̃, s(x)
)

− G
(

x − x̃, s(x) − s(x̃)
)

]

ṡ(x̃)dx̃

+

∫ 1

0

g(x̃)
∂G

∂y

(

x − x̃, s(x)
)

dx̃

We begin our analysis of (13)-(17) by investigating the solvability of (13) assum-
ing s and Ψ are given. To this end we introduce the Fourier transform on the circle
and cite a result proved in [9] regarding G(x, y). Denote the Fourier Transform on
the circle [0, 1] by

(Fx 7→ku)(k) = û(k) =

∫ 1

0

e−2πikxu(x)dx, k ∈ Z

and the Fourier inverse by

(F−1
k 7→xu)(x) =

∑

k∈Z

û(k)e2πikx, x ∈ [0, 1]

Let Hm
p = Hm

p ([0, 1]) be the Sobolev spaces on the unit circle, that is,

Hm
p ([0, 1]) = {u ∈ L2([0, 1])|

∑

k∈Z

(1 + |k|)m|û(k)|2 < ∞}

We denote H0
p by L2,p and we set

‖u‖2
Hm

p
=

∑

k∈Z

(1 + |k|)m|û(k)|2

In his paper [9] Guidotti considered the periodic Dirichlet-to-Neumann map as
a pseudo-differential operator represented through boundary integrals. He used
the same logarithmic kernel, G(x, y), and was confronted with solving an integral
equation of the first kind similar to (13). He showed that given h ∈ H1

p the integral
equation

∫ 1

0

G(x − x̃, 0)f(x̃)dx̃ = h(x)

has the unique mean zero solution in L2,p given by

f = N [h] := F−1[2π|k|]F [h]

Assuming the right hand side of (13) is in H1
p we can use this result to solve for Φ

provided it has mean zero. This fact follows immediately from the necessity that
∫ 1

0

[

−∂u

∂y
(x̃, 0) − ṡ(x̃))

]

dx̃ = 0
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Later we make this precise, but formally we can solve for Φ in terms of s and Ψ via
Fourier Transform.

Φ(x) = N
[

R1(g, s, ṡ)(·) +

∫ 1

0

(

−sx(x̃), 1
)

· ∇G
(

· − x̃,−s(x̃)
)

Ψ(x̃)dx̃

]

(x) (18)

Using (18) in (14), Ψ must solve the integral equation

Ψ +

∫ 1

0

(

−sx(x̃), 1
)

∇G
(

· − x̃, s(·) − s(x̃)
)

Ψ(x̃)dx̃

−
∫ 1

0

G
(

· − x̃, s(·)
)

N
[
∫ 1

0

(

−sx̃(z), 1
)

· ∇G
(

x̃ − z,−s(z)
)

Ψ(z)dz

]

dx̃ = R3(g, s, ṡ)

(19)

where

R3(g, s, ṡ) =

∫ 1

0

G
(

· − x̃, s(·)
)

N
[

R1(g, s, ṡ)(·)
]

(x̃)dx̃ + R2(g, s, ṡ) (20)

A natural question is whether or not we can solve (19) for Ψ. Since our goal is to
prove local existence we focus on the situation when we assume t ≈ 0 where we can
show that the integral operator possesses an inverse.

4. Analytical results. Let s ∈ H2
p ([0, 1]), ṡ ∈ L2,p([0, 1]), g ∈ H2

p ([0, 1]) and

consider the boundary integral equation for Ψ[s](x) := u
(

x, s(x)
)

given by

(id +Is)[Ψ] = R3(g, s, ṡ)

where

Is[Ψ](x) =

∫ 1

0

(

−sx(x̃), 1
)

∇G
(

x − x̃, s(x) − s(x̃)
)

Ψ(x̃)dx̃

−
∫ 1

0

G
(

x − x̃, s(x)
)

N
[
∫ 1

0

(

−sx̃(z), 1
)

· ∇G
(

x̃ − z,−s(z)
)

Ψ(z)dz

]

dx̃

and R3 is defined in (20). Then the equivalent boundary reformulation of (1)-(5)
is given by











ṡ =
(
√

1 + s2
x + δ sxx

1+s2
x

)

Ψ[s], in [0, 1] × (0,∞)

s(0, ·) = 0, in [0, 1]

Ψ(s(0, ·)) = g, in [0, 1]

(21)

where Ψ[s] =
(

id +Is

)−1R3(g, s, ṡ). Using (21) and periodic pseudo-differential
operators we are able to formulate and prove the following theorem.

Theorem 4.1. (Local Existence) Let g ∈ H2
p ([0, 1]) be such that g > 0 and δ a

positive real number. There exists T = T (s0) > 0 and strict solution

s ∈ Cα
(

[0, T ]; H2
p([0, 1])

)

∩ C1+α
(

[0, T ]; L2,p([0, 1])
)

to (21). Furthermore, let sg1
and sg2

be solutions to (21) with H2
p ([0, 1]) boundary

data g1 and g2 respectively, then there exist C, r > 0 such that if ‖g1−g2‖H2
p([0,1]) ≤

r, then

‖sg1
−sg1

‖Cα([0,T ];H2
p([0,1]))+‖ṡg1

− ṡg2
‖Cα([0,T ];L2,p([0,1])) ≤ C‖g1−g2‖H2

p([0,1]) (22)

The remainder of this paper deals with the proof of Theorem 4.1.
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5. Pseudo-differential operators. Let m ∈ R then Sm
p = Sm([0, 1] × [0, 1] × Z)

denotes the set of those functions

σ : [0, 1]× [0, 1] × Z → C

that are C∞ in the first two arguments and for which
∣

∣△α
k∂β

x∂γ
y σ(x, y, k)

∣

∣ ≤ Cα,β,γ〈k〉m−|α|

for every x, y ∈ [0, 1] and every α, β, γ ∈ N. Where for σ ∈ Sm
p

〈k〉 = (1 + |k|2) 1
2

△kσ(x, y, k) = σ(x, y, k + 1) − σ(x, y, k)

△α
kσ(x, y, k) =

∑

β≤α

(−1)|α−β|

(

α

β

)

σ(x, y, k + β)

For σ ∈ Sm
p one can define the operator

Op(σ)[f ](x) =

∫ 1

0

∑

k∈Z

σ(x, y, k)e2πik(x−y)f(y)dy

and prove

Op(σ) ∈ L
(

Hq
p([0, 1]), L2,p([0, 1])

)

for q ∈ N such that m+1 < q (see [14]). The symbol class Sm
p is very restrictive due

to the C∞ constraints and we need to define a new class of symbols with the goal of
preserving Lq([0, 1]) boundedness. Kumano-Go and Nagase in [11] and [13] tackled
this situation for non-regular symbols on R×R×R, so we modify the symbol class
given by Kumano-Go and Nagase to apply to operators on the unit circle.

Definition 5.1. For τ ≥ 0, Sm
ρ,δ;τ is defined as the set of symbols σ(x, y, k) which

have continuous derivatives satisfying

|△α
k∂β

x ∂β′

y σ| ≤ C〈k〉m+δ|β+β′|−ρ|α| (23)

for any α and |β + β′| ≤ [τ ] and

|△α
k∂β

x ∂β′

y σ(x, y, k)−△α
k∂β

x∂β′

y σ(x′, y′, k)| ≤ C(|x−x′|τ̇ +|y−y′|τ̇ )〈k〉m+δτ−ρα (24)

for |β+β′| = [τ ], τ > 0 and |x−x′| ≤ 1, |y−y′| ≤ 1 where C is a constant depending
on α, β and β′, and τ̇ = τ − [τ ]

Kumano-Go and Nagase were able to prove several theorems regarding Lq(R
n)-

boundedness of pseudo-differential operators with non-regular symbols when q real
and larger than one. In particular, they showed that for a symbol

σ(x, y, k) ∈ S0
1,δ′;τ

the operator Op(σ) is a bounded operator from Lq to Lq, provided 0 ≤ δ′ < 1 and
0 < τ ≤ 1. Since we restrict ourselves to the L2,p([0, 1]) context we only need to
check conditions (23)-(24) for |α| = 0, 1, 2 (see [11]).

Recall our logarithmic kernel, G, defined by

G(x, y) =
1

2π
log |1 + e−4πy − 2 cos(2πx)e−2πy|
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for x ∈ [0, 1] and y nonnegative. Upon differentiating G away from the origin one
computes

∇G(x, y) =
( 4 cos(πx) sin(πx)

2 cosh(2πy) − 2 cos(2πx)
,

2 − 2e−2πy cos(2πx)

1 + e−4πy − 2 cos(2πx)e−2πy
− 2

)

and as y → 0± (see [9])

∇G(x, 0) =
(

v.p.
cos(πx)

sin(πx)
,±δ − 1

)

For negative argument it is easy to see that

G(x,−y) = 2y + G(x, y), y > 0

This reflection property will be very useful later when we allow y to vary, i.e. when
we evaluate, G on Γt. In [9], Guidotti viewed the operators

T
y
G[f ](x) =

∫ 1

0

G(x − x̃, y)f(x̃)dx̃

T
y
K [f ](x) =

∫ 1

0

Gy(x − x̃, y)f(x̃)dx̃

as pseudo-differential operators first for fixed positive y where he computed their

symbol as aG(k) = e−2π|k|y

2π|k| , k ∈ Z∗, and aK(k) = e−2π|k|y, k ∈ Z respectively.

In other words,

T
y
G[f ] = Op(aG)[f ]

T
y
K [f ] = Op(aK)[f ]

Notice that the symbol aG does not contain any information about the k = 0
mode, so in [9] Guidotti always restricted the context to the case when TG acts on
mean-zero functions. Using Plancherel it is obvious that

T
y
G : H̃m

p → H̃m+1
p

T
y
K : Hm

p → Hm
p

where H̃m
p = {v ∈ Hm

p ([0, 1])|
∫ 1

0
v(x)dx = 0}. A straightforward argument shows

that T
y
G is well-defined for any Hm

p function and satisfies the same mapping property
as in the mean-zero case.

Next consider the operator

T
y
H [f ](x) =

∫ 1

0

Gx(x − x̃, y)f(x̃)dx̃

where we can define its symbol, aH , as follows

aH(k) = −i sgn(k)e−2π|k|y

When y is positive it is clear that T
y
H maps Hm

p into Hm
p , and T 0

H is nothing else
but the Hilbert Transform on [0, 1] which maps Hm

p into Hm
p .

The interesting and more challenging problem is how to define the symbol when
y varies. In the following definition we summarize the results proved in [9]

Definition 5.2. (Theorem 8 in [9]) Let s ∈ H2
p ([0, 1]).
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(a) Then
∫ 1

0

Gy

(

x − x̃, s(x) − s(x̃)
)

f(x̃) = Op(aK)[f ](x)

for any f ∈ H1
p ([0, 1]), where aK = aK(k, x, x̃) is given by

aK(k, x, x̃) =























exp

(

−2π|k|
(

s(x) − s(x̃)
)

)

, k ∈ Z, s(x) − s(x̃) ≥ 0

−2δ(k) − exp

(

2π|k|
(

s(x) − s(x̃)
)

)

, k ∈ Z, s(x) − s(x̃) < 0

(b) Then
∫ 1

0

G
(

x − x̃, s(x) − s(x̃)
)

f(x̃)dx̃ = Op(aG)[f ](x)

for any f ∈ L2,p([0, 1]), where aG = aG(k, x, x̃) is given by

aG(k, x, x̃) =











exp
(

−2π|k|[s(x)−s(x̃)]
)

2π|k| , s(x) − s(x̃) ≥ 0

exp
(

2π|k|[s(x)−s(x̃)]
)

2π|k| + e2πikx̃ĉ(k, x̃), s(x) − s(x̃) < 0

for k ∈ Z∗ and where the correction term ĉ is given by

ĉ(·, x̃) = Fx 7→k[−2
(

s(·) − s(x̃)
)

χ[s(·)−s(x̃)<0]]

(c) Then
∫ 1

0

Gx

(

x − x̃, s(x) − s(x̃)
)

f(x̃)dx̃ = Op(aH)[f ](x)

for any f ∈ H1
p ([0, 1]), where aH = aH(k, x, x̃) is given by

aH(k, x, x̃) =







−i sgn(k) exp
(

−2π|k|[s(x) − s(x̃)]
)

, k ∈ Z, s(x) − s(x̃) ≥ 0

−i sgn(k) exp
(

2π|k|[s(x) − s(x̃)]
)

, k ∈ Z, s(x) − s(x̃) < 0

Using the pseudo-differential operator perspective in Definition 5.2 we can derive
many properties of the operators in the BIF.

Proposition 5.3.

Op(aK) ∈ L
(

H1
p ([0, 1]), L2,p([0, 1])

)

Op(aG) ∈ L
(

L2,p([0, 1]), L2,p([0, 1])
)

Op(aH) ∈ L
(

H1
p ([0, 1]), L2,p([0, 1])

)

We present a technical lemma before proving Proposition 5.3.

Lemma 5.4. Let s ∈ H2
p ([0, 1]) and p(x, y, k) = e−2π|k||s(x)−s(y)| for k ∈ Z∗, then

for all η ∈ (0, 1) and α = 0, 1, 2 there exists a nonnegative constant, Cη, such that

|△α
kp(x, y, k) −△α

kp(x′, y′, k)| ≤ Cη (|x − x′|η + |y − y′|η) 〈k〉η

Proof. First consider the function, fk,η : [0,∞) → R defined as follows

fk,η(R) =







0, R = 0

1−exp
(

−2π|k|R
)

|k|ηRη , R > 0
k ∈ Z

+, η ∈ (0, 1)
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then there exists a Kη such that

sup
k∈Z+,R≥0

|fk,η(R)| ≤ Kη

Let x, y, x′, y′ ∈ [0, 1], η ∈ (0, 1) and s ∈ H2
p ([0, 1]). Suppose without loss of

generality k ∈ Z+ and

|s(x′) − s(y′)| − |s(x) − s(y)| ≥ 0

Since s ∈ H2
p ([0, 1]), we have s ∈ C1([0, 1]) and

sup
x,y,x′,y′∈[0,1]

k∈Z∗

∣

∣

∣

∣

∣

∣

∣

∣

1 − exp

(

−2πk
(

|s(x′) − s(y′)| − |s(x) − s(y)|
)

)

[

k
(

|s(x′) − s(y′)| − |s(x) − s(y)|
)]η

∣

∣

∣

∣

∣

∣

∣

∣

≤ Kη (25)

Furthermore there exists a constant Cη such that

|p(x, y, k) − p(x′, y′, k)| =

∣

∣

∣

∣

e−2πk|s(x)−s(y)|

(

1 − e−2πk

(

|s(x′)−s(y′)|−|s(x)−s(y)|
)

)
∣

∣

∣

∣

≤ Kη(|s(x′) − s(y′)| − |s(x) − s(y)|)ηkηe−2πk|s(x)−s(y)|

≤ Cη(|x − x′|η + |y − y′|η)〈k〉η

Next, notice

|△kp(x, y, k) −△kp(x′, y′, k)|
= |p(x, y, k) − p(x′, y′, k) − p(x, y, k + 1) + p(x′, y′, k + 1)|

so that by the previous argument we have that there exists a constant Cη such that

|△kp(x, y, k) −△kp(x′, y′, k)| ≤ Cη(|x − x′|η + |y − y′|η)〈k〉η

In a similar fashion one can show

|△2
kp(x, y, k) −△2

kp(x′, y′, k)| ≤ Cη(|x − x′|η + |y − y′|η)〈k〉η

Proof. (Proof of Proposition 5.3) Clearly the operators are linear in the argument
f , so we move on to the continuity estimate.

Suppose s(x) − s(x̃) ≥ 0. We show Op(aG) ∈ L
(

L2,p([0, 1]), L2,p([0, 1])
)

by

checking the conditions of Theorem 2.2 in [11]. We claim aG ∈ S0
1, 1

2
; 1
2

for α = 0, 1, 2.

Observe that

aG(x, x̃, k) =
p(x, x̃, k)

2π|k|
where p(x, x̃, k) = e−2π|k||s(x)−s(x̃)| for k ∈ Z

∗, so that by Lemma 5.4 (η = 1
4 ) we

have aG ∈ S0
1, 1

2
; 1
2

for α = 0, 1, 2 and the norm estimate

‖Op(aG)[f ]‖L2,p
≤ C‖f‖L2,p

To finish the case s(x)− s(x̃) ≥ 0 we view Op(aK) and Op(aH) as a composition of
two operators. It is clear that

Op(c|k|) ∈ L
(

H1
p ([0, 1]), L2,p([0, 1])

)
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for all c ∈ R, so that by the equalities

Op(aK)[f ] = Op
(p(·, x̃, k)

2π|k|
)

Op(2π|k|)[f ]

Op(aH)[f ] = Op
(p(·, x̃, k)

2π|k|
)

Op
(

−2πi|k| sgn(k)
)

[f ]

we have

‖Op(aK)[f ]‖L2,p
≤ C‖f‖H1

p

‖Op(aH)[f ]‖L2,p
≤ C‖f‖H1

p

Lastly, note for any x, x̃ ∈ [0, 1)

Op(aG)[f ] = 2

∫ 1

0

|s(·) − s(x̃)|χ[s(·)−s(x̃)<0]f(x̃)dx̃ + Op
(p(·, x̃, k)

2π|k|
)

[f ]

Op(aH)[f ] = Op
(p(·, x̃, k)

2π|k|
)

Op
(

−2πi|k| sgn(k)
)

[f ]

and

Op(aK)[f ] = Op
(p(·, x̃, k)

2π|k|
)

Op(2π|k|)[f ] − 2

∫ 1

0

χ[s(·)−s(x̃)]<0]f(x̃)dx̃

− 2Op
(p(·, x̃, k)

2π|k|
)

Op(2π|k|)[χ[s(·)−s(x̃)]<0]f ]

With these representations of the integral operators, the estimates derived above in
the s(x) − s(x̃) ≥ 0 case can be applied to complete the proof.

It will be beneficial to introduce a few operators closely related to Op(aG), Op(aH)
and Op(aK).

Definition 5.5. Let f ∈ H2
p ([0, 1]), s ∈ H2

p ([0, 1])

(a)

DOp
f

(s(·)−s(x̃))(a
+,−
G ) : H2

p ([0, 1]) → L2,p([0, 1])

DOp
f

(s(·)−s(x̃))(a
+
G)[r] =

∫ 1

0

∑

k∈Z∗

−e−2π|k|[s(·)−s(x̃)]e2πik(·−x̃)[r(·) − r(x̃)]f(x̃)dx̃

if s(·) − s(x̃) ≥ 0

DOp
f

(s(·)−s(x̃))(a
−
G)[r] =

∫ 1

0

∑

k∈Z∗

e2π|k|[s(·)−s(x̃)]e2πik(·−x̃)[r(·) − r(x̃)]f(x̃)dx̃

+

∫ 1

0

∑

k∈Z∗

e2πikx̃F·7→k[−2(r(·) − r(x̃))χ[s(·)−s(x̃)<0]]f(x̃)dx̃

if s(·) − s(x̃) < 0
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(b)

DOp
f

(s(·)−s(x̃))(aK) : H2
p ([0, 1]) → L2,p([0, 1])

DOp
f

(s(·)−s(x̃))(aK)[r] =

∫ 1

0

∑

k∈Z∗

−2π|k|e−2π|k||s(·)−s(x̃)|e2πik(·−x̃)[r(·) − r(x̃)]f(x̃)dx̃

(c)

DOp
f

(s(·)−s(x̃))(aH) : H2
p ([0, 1]) → L2,p([0, 1])

DOp
f

(s(·)−s(x̃))(aH)[r] =

∫ 1

0

∑

k∈Z∗

2πike−2π|k||s(·)−s(x̃)|e2πik(·−x̃)[r(·) − r(x̃)]f(x̃)dx̃

The operators in Definition 5.5 are the building blocks of the Fréchet derivatives
used in the local existence result. The following proposition states the operators
mapping properties and its proof is similar to that of Proposition 5.3.

Proposition 5.6. Let f ∈ H2
p ([0, 1]), s ∈ H2

p ([0, 1])

DOp
f

(s(x)−s(x̃))(aK) ∈ L
(

H2
p ([0, 1]), L2,p

)

DOp
f

(s(x)−s(x̃))(a
+,−
G ) ∈ L

(

H2
p ([0, 1]), L2,p

)

DOp
f

(s(x)−s(x̃))(aH) ∈ L
(

H2
p ([0, 1]), L2,p

)

Next we explore the continuity properties of the integral operators in the BIF. The
explicit knowledge of the symbols is crucial in the proofs. We begin our investigation
of the BIF operators by defining the notation

Opf(x,x̃)(aG), Opf(x,x̃)(aK), Opf(x,x̃)(aH)

as the Fourier symbols of the integral operators with respective kernels

G
(

x − x̃, f(x, x̃)
)

, Gy

(

x − x̃, f(x, x̃)
)

, Gx

(

x − x̃, f(x, x̃)
)

Theorem 5.7. Let f ∈ L2,p([0, 1]) and v, w ∈ H2
p ([0, 1]). Then there exists a

constant, C, such that

‖Opv(·)−v(x̃)(aG)[f ] − Opw(·)−w(x̃)(aG)[f ]‖L2,p
≤ C‖f‖L2,p

‖v − w‖H2
p

(26)

Proof. See Appendix.

Theorem 5.8. Let s, (sn)n∈N ⊂ H2
p ([0, 1]), sn ≥ 0 be such that sn → s in H2

p ([0, 1])
as n → ∞. Then there exists a nonnegative constant, C, such that

‖Opsn(x)(aJ) − Ops(x)(aJ )‖L(L2p ,L2,p) ≤ C‖sn − s‖H2
p

(27)

‖Op−sn(x̃)(aJ ) − Op−s(x̃)(aJ)‖L(H2
p ,L2,p) ≤ C‖sn − s‖H2

p
(28)

‖Opsn(x)−sn(x̃)(aJ′) − Ops(x)−s(x̃)(aJ′)‖L(H2
p ,L2,p) ≤ C‖sn − s‖H2

p
(29)

for J = G, H, K and J ′ = H, K.

Proof. See Appendix.

The local existence result needs a similar Lipschitz continuity estimate as in Theo-
rem 5.8 applied to the operators in Definition 5.5. The following theorem involves
the same arguments as in the proof of Theorem 5.8 and is stated without proof.
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Theorem 5.9. Let s, (sn)n∈N ⊂ H2
p ([0, 1]), sn ≥ 0, h, (hn)n∈N ⊂ H1

p ([0, 1]), and

f , (fn)n∈N ⊂ L2,p([0, 1]) such that sn → s in H2
p ([0, 1]), hn → h in H1

p ([0, 1], and
fn → f in L2,p([0, 1]) as n → ∞. Then there exists a nonnegative constant, C,
such that

‖DOp
f

sn(x)(aJ ) − DOp
f

s(x)(aJ)‖L(H2
p ,L2,p) ≤ C‖sn − s‖H2

p
‖f‖L2,p

(30)

‖DOph
−sn(x̃)(aJ ) − DOph

−s(x̃)(aJ)‖L(H2
p ,L2,p) ≤ C‖sn − s‖H2

p
(31)

‖DOp
fn

s(x)(aG) − DOp
f

s(x)(aG)‖L(H2
p ,L2,p) ≤ C‖fn − f‖L2,p

(32)

‖DOphn

s(x)(aJ′) − DOph
s(x)(aJ′)‖L(H2

p ,L2,p) ≤ C‖hn − h‖H1
p

(33)

‖DOph
sn(x)−sn(x̃)(aJ′) − DOph

s(x)−s(x̃)(aJ′)‖L(H2
p ,L2,p) ≤ C‖sn − s‖H2

p
(34)

‖DOphn

s(x)−s(x̃)(aJ′) − DOph
s(x)−s(x̃)(aJ′)‖L(H2

p ,L2,p) ≤ C‖hn − h‖H1
p

(35)

for J = G, H, K and J ′ = H, K.

Next we compute the Fréchet Derivative of the BIF for γtu in the initial condition.
Then we use Theorem 5.7 and Theorem 5.9 to show both the BIF and its Fréchet
Derivative are well-defined for small times.

Let ǫ, T > 0, s, r ∈ Cα([0, T ]; H2
p) ∩ C1+α([0, T ]; L2,p), and g ∈ H2

p ([0, 1]). We

use (19) to construct an equation that Ψ[s+ǫr]−Ψ[s]
ǫ

must satisfy. To slightly simplify
the notation in the following let

B[s](x̃) = N
[
∫ 1

0

(−sz(z), 1) · ∇G
(

x̃ − z,−s(z)
)

Ψ[s](z)dz

]

Is[Ψ](x) = Ψ[s](x) +

∫ 1

0

(

−sx(x̃), 1
)

∇G
(

x − x̃, s(x) − s(x̃)
)

Ψ[s](x̃)dx̃

−
∫ 1

0

G
(

x − x̃, s(x)
)

B[s](x̃)dx̃

△ǫrAs =
A[s + ǫr] −A[s]

ǫ
, A = Ψ, B

Computing 1
ǫ
(Is+ǫr − Is) yields

△ǫrΨs +
1

ǫ

(

Op(s+ǫr)(·)−(s+ǫr)(x̃)(aK) − Ops(·)−s(x̃)(aK)

)

[Ψ[s + ǫr](x̃)]

+
1

ǫ

(

Op(s+ǫr)(·)−(s+ǫr)(x̃)(aH) − Ops(·)−s(x̃)(aH)

)

[−sx(x̃)Ψ[s + ǫr](x̃)]

+ Ops(·)−s(x̃)(aK)[△ǫrΨs(x̃)] + Ops(·)−s(x̃)(aH)[−sx(x̃)△ǫrΨs(x̃)]

− 1

ǫ

(

Op(s+ǫr)(·)(aG) − Ops(·)(aG)

)

[B[s + ǫr](x̃)] − Ops(·)(aG)[△ǫrBs(x̃)]

+ Op(s+ǫr)(·)−(s+ǫr)(x̃)(aH)[−rx(x̃)Ψ[s + ǫr](x̃)] (36)

To let ǫ go to zero we use the following proposition.

Proposition 5.10. Let ǫ > 0 and f ∈ H1
p ([0, 1]). Assume either

s ∈ H+ := {v ∈ H2
p ([0, 1]) : v ≥ 0}
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and r ∈ H0 := {v ∈ H2
p ([0, 1]) :

∫

v = 0} or s = s0 ≡ 0 and r ∈ H+ then

lim
ǫ→0

1

ǫ

(

Op(s+ǫr)(x)−(s+ǫr)(x̃)(aJ) − Ops(x)−s(x̃)(aJ )
)

[f ](x) = DOp
f

s(x)−s(x̃)(aJ)[r](x)

lim
ǫ→0

1

ǫ

(

Op±(s+ǫr)(x)(aJ′) − Op±s(x)(aJ′)
)

[f ](x) = DOp
f

±s(x)(aJ′)[r](x)

for J = G, H, K and J ′ = G, K.

If we define

DΨs = lim
ǫ→0

Ψ[· + ǫr] − Ψ[·]
ǫ

then using Proposition 5.10 letting ǫ → 0 in (36) yields

DΨs +

∫ 1

0

(

−sx(x̃), 1
)

· ∇G
(

· − x̃, s(·) − s(x̃)
)

DΨs(x̃)dx̃

−
∫ 1

0

G
(

· − x̃, s(·)
)

N
[
∫ 1

0

(

−sz(z), 1
)

· ∇G
(

x̃ − z,−s(z)
)

DΨs(z)dz

]

dx̃ + DIs[r]

(37)

where

DIs[r](x) = DOp
Ψ[s]
(s(x)−s(x̃))(aK)[r](x) + DOp

−sxΨ[s]
(s(x)−s(x̃))(aH)[r](x)

− DOp
B[s]
s(x)(aG)[r](x) + Ops(x)−s(x̃)(aH)[−rxΨ[s]](x)

− Ops(x)(aG)

[

N
[

DOp
Ψ[s]
−s(z)(aK)[r](x̃) + DOp

−sxΨ[s]
−s(z) (aH)[r](x̃)

+ Op−s(z)(aH)[−rzΨ[s]](x̃)
]

]

(x)

The first three terms of (37) should look familiar since they correspond to the
operator Is applied to DΨs. To finish deriving the equation DΨs must satisfy, we
compute

R3(g, s + ǫr, ṡ + ǫr) −R3(g, s, ṡ)

ǫ
and let ǫ go to zero. By Proposition 5.10 we have

lim
ǫ→0

R3(g, s + ǫr, ṡ + ǫr) −R3(g, s, ṡ)

ǫ
=DR1[r] + DR2[ṙ] (38)

where

DR1[r](x) = DOp
g

s(x)(aK)[r](x) + DOp
N (R1(g,s,ṡ))
s(x) (aG)[r](x)

+ Ops(x)(aG)
[

N [DOp
ṡ(z)
−s(z)(aG)[r](x̃)

]

(x)

+

(

DOpṡ
s(x)(aG) − DOpṡ

s(x)−s(x̃)(aG)

)

[r](x)

DR2[ṙ](x) =

(

Ops(x)(aG) − Ops(x)−s(x̃)(aG)

)

[ṙ](x)

+ Ops(x)(aG)

[

N
[(

Op−s(z)(aG) − Op0(aG)
)

[ṙ](x̃)
]

]

(x)

Combining (37) and (38) we have the following equation for DΨs

IsDΨ =
(

DR1 − DIs

)

[r] + DR2[ṙ] (39)



728 MICAH WEBSTER AND PATRICK GUIDOTTI

which formally for the moment gives

DΨ[r, ṙ] = I−1
s

[

(

DR1 − DIs

)

]

[r] + I−1
s

[

DR2

]

[ṙ] =: DΨ1
s[r] + DΨ2

s[ṙ] (40)

Now we are in a position to understand the setting in which the BIF and its Fréchet
derivative are well-defined.

Theorem 5.11. Let T > 0, r ∈ C1+α
(

[0, T ]; L2,p

)

∩ Cα
(

[0, T ], H+
)

and define

Y + = {f : f(t, ·) ∈ H+, ḟ(t, ·) ∈ L+
2,p, ∀t ∈ [0, T ]}

If g ∈ H2
p ([0, 1]) is such that g > 0, s(0, ·) = s0 ≡ 0 and ṡ(0, ·) = g then

DΨs(s0) : Y + → L2,p

DΨs(s0)[r] = gr −
∫ 1

0

g(x̃)r(x̃)dx̃ + N
[

N [g]
]

r

is a linear operator and there exists an η > 0 such that, for each s ∈ BH+(s0, η),
DΨs is given by (40).

Proof. Let s = s0, ṡ = g, r ∈ Y + and recall

F
∫ 1

0

G(· − x̃, 0)N [f ]dx̃ = F [f ], (41)

In this case, evaluating DR2[ṙ] or any operator with sx yields the zero operator.
Furthermore, a straightforward calculation yields

DOp
Ψ[s]
s(x)−s(x̃)(aK)[r](x)

∣

∣

s=s0
= r(x)

∫ 1

0

∑

k∈Z∗

(−2π|k|)e2πik(x−x̃)g(x̃)dx̃

−
∫ 1

0

∑

k∈Z∗

(−2π|k|)e2πik(x−x̃)r(x̃)g(x̃)dx̃

= −r(x)N [g](x) + N [rg](x)

Ops(x)−s(x̃)(aH)[−rxΨ[s]](x)
∣

∣

s=s0
=

(

F−1(−i sgn(k))F(−rxg)
)

(x)

DOp
Ψ[s]
−s(z)(aK)[r](x̃)

∣

∣

s=s0
= N [rg](x̃)

DOp
B[s]
s(x)(aG)[r](x)

∣

∣

s=s0
= r(x)

∫ 1

0

∑

k∈Z∗

(−2π|k|)e2πik(x−x̃)B[s0](x̃)dx̃

= r(x)N
[

N [g]
]

(x)

Op−s(z)(aH)[−rzΨ[s]](x̃)
∣

∣

s=s0
=

(

F−1(−i sgn(k))F(−rzg)
)

(x̃)

Using (41) along with the definition of DIs[r] we compute

DIs[r]
∣

∣

s=s0
= −rN [g] − rN

[

N [g]
]

(42)

To calculate DR1[r], first notice

R1(g, s, ṡ)
∣

∣

(s=s0,ṡ=g)
=

∫ 1

0

g(x̃)dx̃

so that

N [R1(g, s, ṡ)
∣

∣

(s=s0,ṡ=g)
] ≡ 0
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Thus all the terms in DR1 cancel except DOp
g

s(x)(aK)[r] and

Ops(x)(aG)
[

N [DOp
ṡ(z)
−s(z)(aG)[r](x̃)

]

(x)

for which one can discover

DR1[r] = −rN [g] + gr −
∫ 1

0

g(x̃)r(x̃)dx̃ (43)

Combining (39) , (42) and (43) we have

IsDΨs[r, ṙ]
∣

∣

(s=s0,ṡ=g)
= gr −

∫ 1

0

g(x̃)r(x̃)dx̃ + rN
[

N [g]
]

+ DR2[ṙ]

= gr −
∫ 1

0

g(x̃)r(x̃)dx̃ + N
[

N [g]
]

r + 0[ṙ] (44)

Furthermore, Is

∣

∣

s=s0
= id, so that (44) reduces to

DΨs[r]|(s=s0,ṡ=g) = gr −
∫ 1

0

g(x̃)r(x̃)dx̃ + N
[

N [g]
]

r

Clearly DΨs is linear in r and using Theorem 5.7 there exists η > 0 such that I−1
s

exists provided s ∈ BH+(s0, η), so that DΨs is given by (40) in a η-neighborhood
of s0.

Corollary 5.12. Let T > 0, h ∈ H+, and s ∈ Y + and view Ψ[s] as dependent on
the parameter, g. Then

DΨg :H+ → L2,p([0, 1])

DΨg(s, g)[h](x) = I−1
s

[
∫ 1

0

Gy

(

x − x̃, s(x)
)

h(x̃)dx̃

]

in a neighborhood of s = s0.

Remark 5.13. Theorem 5.11 shows that (id +Is) is invertible in a H+ neighbor-
hood of s0 which proves the BIF (21) is well-defined.

6. Local existence. We have shown that one can write the concentration on the
free-boundary as an operator depending solely on the free-boundary. Furthermore
the Fréchet derivative of that operator is well-defined. Now we view (21) as a
dynamical system and exploit maximal regularity to obtain local existence and
continuous dependence of the boundary datum.

Lemma 6.1. Let δ > 0, g ∈ H2
p ([0, 1]) be such that g > 0 and consider the operator

F : H2
p ([0, 1]) ⊂ L2,p([0, 1]) → L2,p([0, 1])

F [v] =

(

√

1 + v2
x + δ

vxx

1 + v2
x

)

Ψ[v]

Then F is Fréchet differentiable at v = s0 and F
′

(s0) is sectorial in L2,p([0, 1]).

Proof. From Theorem 5.11, Theorem 5.9 and direct computation we have

F ′(s0)v =
(

δg△+ DΨs(s0)
)

v
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The Laplacian is a sectorial operator in L2,p with domain of definition H2
p . In

addition, under the appropriate regularity assumptions non-constant coefficient op-
erators are sectorial whenever their constant coefficient counterpart is (see [3]). For
δg ∈ H2

p ([0, 1]), δg△ is sectorial in L2,p([0, 1]).
Next, view the operator DΨs(s0) as a perturbation of δg△ and refer to Propo-

sition 2.4.1 in [12]. To summarize the proposition, we need a space Xα belonging
to the class Jα between H2

p ([0, 1]) and L2,p([0, 1]) for which

DΨs(s0) ∈ L
(

Xα, L2,p([0, 1])
)

α ∈ [0, 1). Under these conditions δg△ + DΨs0
will be sectorial in L2,p([0, 1]).

We claim X 1
2

:= H1
p ([0, 1]) satisfies the assumptions of the proposition. Obviously

H1
p ([0, 1]) is in between the domain, H2

p ([0, 1]), and L2,p([0, 1]), so we move on to
proving that it is class J 1

2
. To realize the norm estimate needed in the definition of

class J 1
2
, we apply Theorem 4.17 in [1]. There exists a nonnegative constant c such

that

‖w‖H1
p([0,1]) ≤ c‖w‖

1
2

L2,p([0,1])‖w‖
1
2

H2
p([0,1]), ∀w ∈ H2

p ([0, 1])

By Theorem 5.11, DΨs(s0) ∈ L
(

H1
p ([0, 1]), L2,p([0, 1])

)

, and we complete the proof.

A final continuity estimate is needed to prove Theorem 4.1.

Lemma 6.2. There exist a R0, L > 0 such that the operator

S : H2
p ([0, 1]) → L2,p([0, 1])

s 7→
√

1 + s2
x + δ

sxx

1 + s2
x

satisfies

‖DSs − DSr‖L(H2
p([0,1]),L2,p([0,1])) ≤ L‖s− r‖H2

p([0,1])

for s, r ∈ BH2
p([0,1])(0, R0) where DSr is the Fréchet derivative of S evaluated at r.

Proof. From results in Chapter 8 of [12] it is enough to show differentiability
with respect to the arguments of the real function (x, s, p, q) 7→ S(x, s, p, q) =
√

1 + p2 + δ q
1+p2 . We determine R0 by checking twice continuous differentiabil-

ity. Upon differentiating with respect to p and q we see that the real function F is
C2(R, R) in both variables and thus we have the result.

Proof of Theorem 4.1

Proof. In [12], Lunardi gave an abstract local existence result. We place (21) within
that framework in the following manner. Let T > 0 and define the operator

F : [0, T ]× H+ → L2,p([0, 1])

(t, s) →
(
√

1 + s2
x + δ

sxx

1 + s2
x

)

Ψ[s]

Then A = F
′

(s0) is a sectorial operator from H+ to L2,p([0, 1]) by Lemma 6.1
and F (0, s0) = g ∈ DA(α,∞). Furthermore, by Theorems 5.7, 5.9 and 5.11 and
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noting the operators F, Ψ, DΨ, and DF are independent of time we have there exist
R, L, K > 0 such that

‖DΨ1
(t,v) − DΨ1

(t,w)‖L(H2
p ,L2,p) ≤ L‖v − w‖H2

p([0,1]) (45)

‖DΨ2
(t,v) − DΨ2

(t,w)‖L(L2,p,L2,p) ≤ L‖v − w‖H2
p([0,1]) (46)

‖Ψ(t, s) − Ψ(t̄, s)‖L2,p([0,1]) ≤ K|t − t̄|α (47)

and

‖DΨ1
(t,s) + DΨ1

(t̄,s)‖L(H2
p ,L2,p) + ‖DΨ2

(t,s) + DΨ2
(t̄,s)‖L(H2

p ,L2,p) ≤ K|t − t̄|α (48)

for all t, t̄ ∈ [0, T ], v, w ∈ BH2
p
(s0, R) ⊂ L2,p. Therefore, by Lemma 6.1, Lemma 6.2,

and (45)-(48)

ṡ = F [s]

s(0) = 0

satisfies all conditions of Theorem 8.1.3 in [12]. The slight modification of Lunardi’s
proof is as follows. Given v ∈ Cα

(

[0, T ]; H+
)

∩C1+α
(

[0, T ]; L2,p([0, 1])
)

, away from
the initial condition DF depends linearly on v and v̇. Thus instead of only using
the fact that v ∈ Cα

(

[0, δ]; H+
)

, we use v ∈ C1+α
(

[0, δ]; L2,p([0, 1])
)

. Define

‖v‖Y := ‖v‖Cα([0,T ];H2
p([0,1])) + ‖v̇‖Cα([0,T ];L2([0,1]))

and set

Y0 =

{s ∈ Cα
(

[0, T ]; H+) ∩C1+α
(

[0, T ]; L2,p

)

: (s, ṡ)|t=0 = (0, g), ‖s‖Cα([0,T ];H2
p) ≤ ρ0}

where ρ0 is the same as in the proof given in [12]. Define the operator Γ in Y0, by
Γ(v) = s, where s is the solution of

ṡ(t) = As(t) + [F (t, v(t)) − Av(t)], 0 ≤ t ≤ T, s(0, ·) = 0

By Theorem 4.3.1 in [12] and the compatibility condition F (0, s0) ∈ DA(α,∞), Γ
maps Y0 into Cα([0, T ]; H+) ∩ C1+α([0, T ]; L2([0, 1]), and since we linearize about
(0, s0), Γ maps into Y0 by Theorem 8.1.3 in [12] . To see that Γ is a contractive
map, let v, w ∈ Y0, then by Theorem 4.3.2. in [12] there exists C > 0 such that

‖Γ(v) − Γ(w)‖Y ≤ C‖[F (v) − F (w) − A(v − w)]‖Cα([0,T ],L2)

and by the fact

F (t, v(t))−F (t, w(t))−A(v(t)−w(t)) =

∫ 1

0

[

DF(t,σv(t)+(1−σ)w(t))−A

]

dσ(v(t)−w(t))

we realize

‖Γ(v) − Γ(w)‖Y ≤ CT α(‖v − w‖Cα([0,T ];H2) + ‖v̇ − ẇ‖Cα([0,T ];L2)) (49)

≤ CT α‖v − w‖Y (50)

where C = C(L, K, ρ0, ‖DΨ2
s‖L(L2,L2), ‖DΨ1

s‖L(H2,L2)) (See [12] for the details on
estimates). Thus for T small, Γ is a contractive self-map.
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Upon inspection of the definition of Ψ one sees it depends on the parameter g,
the boundary datum, so we apply dependence on parameters results in [12]. Let

F : [0, T ]× H+ × {g ∈ H2
p ([0, 1]) : g > 0} → L2,p([0, 1])

(t, s, g) →
(
√

1 + s2
x + δ

sxx

1 + s2
x

)

Ψ[s, g]

By Theorem 5.7, Theorem 5.9, Corollary 5.12, and Lemma 6.1 F satisfies all the
assumptions of Theorem 8.3.2 in [12] and s depends continuously on the boundary
datum with norm estimate (22).

7. Concluding remarks. Utilizing a boundary integral formulation has proven
useful in capturing the interaction between the concentration of solute and sharp
interface. The formulation led to pseudo-differential operators with symbols that
could be explicitly manipulated. Under the crucial assumption that δ be positive,
we were able to use maximal regularity arguments to prove local existence and
continuous dependence on the boundary datum for the sharp interface.

Recall the motivation of our analysis is to prove stability of the planar solutions.
The local in time result derived here will be essential in the following manner. First,
the sharp interface needs to move away from the reservoir and depend continuously
on the reservoir profile which is guaranteed by Theorem 4.1. Away from the reser-
voir, the BIF can be linearized around the flat solutions by similar arguments used
in analyzing the BIF operators near s = s0 ≡ 0. Again the explicit knowledge of
relevant symbols will be an integral part of the process. In a future paper, we use
the results and ideas derived here to show the principle of linearized stability can
be applied to the BIF of the two-dimensional Case II diffusion model.

Acknowledgments. The authors wish to thank the anonymous referees for their
very thorough work and their many helpful suggestions which resulted in a signifi-
cantly improved presentation.

8. Appendix. Proof of Theorem 5.7

Proof. Let v, w, s ∈ H2
p ([0, 1]) and define the integral kernel, Ks, as follows

Ks(x, x̃) =
1

2π
log |2 cosh

(

2π
(

s(x) − s(x̃)
))

− 2 cos
(

2π(x − x̃)
)

2 − 2 cos
(

2π(x − x̃)
) |

Using the reflection relationship between G(x, x̃) and G(x,−x̃) one has

G
(

x − x̃, s(x) − s(x̃)
)

= Ks(x, x̃) + G(x − x̃, 0) + s(x̃) − s(x)

(

Opv(x)−v(x̃)(aG)[f ] − Opw(x)−w(x̃)(aG)[f ]
)

(x)

=

∫ 1

0

[

w(x) − w(x̃) −
(

v(x) − v(x̃)
)

]

f(x̃)dx̃

+

∫ 1

0

[

Kv(x, x̃) + G(x − x̃, 0)

]

f(x̃)dx̃

−
∫ 1

0

[

Kw(x, x̃) + G(x − x̃, 0)

]

f(x̃)dx̃ (51)
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Since, Ks is an even function with respect to the argument s(x) − s(x̃) adding and
subtracting the terms, |v(x)−v(x̃)| and |w(x)−w(x̃)| to the first and second integral
kernels in (51) respectively yields

(

Opv(x)−v(x̃)(aG)[f ] − Opw(x)−w(x̃)(aG)[f ]
)

(x)

=

∫ 1

0

[

w(x) − w(x̃) −
(

v(x) − v(x̃)
)

]

f(x̃)dx̃

+

∫ 1

0

[

|v(x) − v(x̃)| − |w(x) − w(x̃)|
]

f(x̃)dx̃

+ Op|v(x)−v(x̃)|[f ](x) − Op|w(x)−w(x̃)|(aG)[f ](x) (52)

Using Sobolev embedding theorem there exists a nonnegative constant, C, such that

‖
(

Opv(·)−v(x̃)(aG)[f ] − Opw(·)−w(x̃)(aG)[f ]
)

(·)‖L2,p

≤ 2C‖f‖L2,p
‖v − w‖H2

p
+ ‖

(

Op|v(·)−v(x̃)|[f ] − Op|w(·)−w(x̃)|(aG)[f ]
)

(·)‖L2,p

Hence all we need is a Lipschitz-type estimate for

Op|v(·)−v(x̃)|[f ] − Op|w(·)−w(x̃)|(aG)[f ]

Using Definition 5.2

Op|v(x)−v(x̃)|[f ](x) − Op|w(x)−w(x̃)|(aG)[f ](x) =

Op

(

e−2π|k||w(x)−w(x̃)|Fr(x, x̃, k)

)

[−r(x, x̃)f(x̃)]

where r(x, x̃) = |v(x) − v(x̃)| − |w(x) − w(x̃)| and

Fr(x, x̃, k) =

∞
∑

j=0

(

−2π|k|r(x, x̃)
)j

(j + 1)!

To complete the proof we show

e−2π|k||w(x)−w(x̃)|Fr(x, x̃, k) ∈ S0
1, 1

2
, 1
2

Assume without loss of generality r = r(x, x̃) ≥ 0, k ∈ Z+ and define

φ(z) =

{

1, z = 0
1−exp(−2πz)

2πz
, z > 0

Then one can compute

△k

(

Fr(x, x̃, k)
)

=
e−2πrk

k + 1
φ(r) − 1

k + 1
φ(rk)

△2
k

(

Fr(x, x̃, k)
)

=
e−2πrk

(

k(e−2πr − 1) + e−2πr − 3
)

φ(r) + 2φ(rk)

(k + 1)(k + 2)

Using triangle inequality along with the fact that φ(z) is bounded on [0,∞) yields
a constant C independent of k such that

sup
r≥0

∣

∣△k

(

Fr(x, x̃, k)
)∣

∣〈k〉 ≤ C

sup
r≥0

∣

∣△2
k

(

Fr(x, x̃, k)
)∣

∣〈k〉2 ≤ C

Using Lemma 5.4 one gets the continuity estimates needed for e−2π|k||w(x)−w(x̃)| in
Definition 5.1. Furthermore, △α

kFr(x, x̃, k) for α = 0, 1, 2 is comprised of several
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terms with a similar structure to e−2π|k|z and 1 − e−2π|k|z and it possesses the
necessary decay properties in k to satisfy Definition 5.1. Again using Lemma 5.4
yields

e−2π|k||w(x)−w(x̃)|Fr(x, x̃, k) ∈ S0
1, 1

2
, 1
2

Proof of Theorem 5.8

Proof. Let f ∈ L2,p([0, 1]) and h ∈ H1
p ([0, 1]). In (27) let J = G then

‖
[

Opsn(·)(aG) − Ops(·)(aG)

]

[f ]‖L2,p
=

= ‖
∫ 1

0

∑

k∈Z∗

e−2π|k|sn(·) − e−2π|k|s(·)

2π|k| e2πik(·−x̃)f(x̃)dx̃‖L2,p

≤ sup
y∈[0,1]

‖e−2π|·|sn(y) − e−2π|·|s(y)

2π| · | ‖l∗∞
‖f‖L2,p

= sup
k∈Z∗,y∈[0,1]

∣

∣

∣

∣

∣

∫ sn(y)

s(y)

d

dσ

e−2π|k|σ

2π|k| dσ

∣

∣

∣

∣

∣

‖f‖L2,p

≤ sup
y∈[0,1]

|sn(y) − s(y)|‖f‖L2,p
≤ ‖sn − s‖H2

p
‖f‖L2,p

In (27) let J = K, then

‖
[

Opsn(·)(aK) − Ops(·)(aK)

]

[f ]‖L2,p

= sup
k∈Z∗,y∈[0,1]

∣

∣

∣

∣

∣

∫ sn(y)

s(y)

d

dσ
e−2π|k|σdσ

∣

∣

∣

∣

∣

‖f‖L2,p
≤ C‖sn − s‖H2

p
‖f‖L2,p

To prove (28), first define the operator

Op

(

e−2π|k|s(x̃) e
−2π|k|

(

|sn(x̃)|−|s(x̃)|
)

− 1

2π|k|

)

[f ] (53)

and we assume without loss of generality (|sn(x̃)| − |s(x̃)|) ≥ 0. We considered (53)
in Theorem 5.7 where we showed that

‖Op

(

e−2π|k|s(x̃) e
−2π|k|

(

|sn(x̃)|−|s(x̃)|
)

− 1

2π|k|

)

[f ]‖L2,p
≤ C‖sn − s‖H2

p
‖f‖L2,p

This inequality combined with a composition argument gives

‖Op

(

e−2π|k|s(x̃)
[

e−2π|k|(|sn(x̃)|−|s(x̃)|) − 1
]

)

[h]‖L2,p
≤ C‖sn − s‖H2

p
‖h‖H1

p

A few computations produce
(

Op−sn(x̃)(aG) − Op−s(x̃)(aG)

)

[f ]

= Op

(

e−2π|k|s(x̃) e
−2π|k|

(

|sn(x̃)|−|s(x̃)|
)

− 1

2π|k|

)

[f ]
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(

Op−sn(x̃)(aK) − Op−s(x̃)(aK)

)

[h]

= Op

(

e−2π|k|s(x̃)(e−2π|k|
(

|sn(x̃)|−|s(x̃)|
)

− 1)

)

[h]

Thus, we have proved (28) for J = G, K. To complete the proof of the theorem,
suppose

r := |sn(x) − sn(x̃)| − |s(x) − s(x̃)| ≤ 0

then one has

Opsn(x)−sn(x̃)(aK)[h] − Ops(x)−s(x̃)(aK)[h] =

Op

(

(−2π|k|)e−2π|k||s(x)−s(x̃)|Fk(r)

)

[rh]

where we defined Fk(r) in Theorem 5.7. Using the same argument as in (28) we
have the norm estimate (29). If r := |sn(x) − sn(x̃)| − (|s(x) − s(x̃)|) > 0, then one
has

Opsn(x)−sn(x̃)(aK)[h] − Ops(x)−s(x̃)(aK)[h] =

Op

(

(−2π|k|)e−2π|k||sn(x)−sn(x̃)|(−Fk(r))

)

[rh]

and the proof remains the same. Due to similar arguments, we omitted the proof
of the J , J ′ = H cases in (27), (28) and (29).
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